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Velocity �eld after wave breaking
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SUMMARY

The velocity �eld in breaking water waves is considered in this paper. A numerical simulation describes
in detail the transition from a primary overturning and consequent rebounding jets into a bore front,
where the vorticity in the coherent large-scale eddy structures devolves into turbulence. Spatial changes
in the frequency spectra of the kinetic energy and the enstrophy are associated with the production,
transport and dissipation of the Reynolds stress and the various wave and turbulent mixing length scales.
Mean velocity �elds and the wave and kinetic energy in a surf zone are evaluated. Fourier and wavelet
spectral analysis is applied to study both the surface elevation and energy changes, and the distinction
that must be made between spilling and plunging breakers is clari�ed in this paper. Copyright ? 2002
John Wiley & Sons, Ltd.
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1. INTRODUCTION

Breaking water waves may cause various coastal problems, including sand drift, beach ero-
sion, and damage to coastal structures. During the splash-up cycle of the stronger breaking
waves in particular, anisotropic turbulence is produced by overturning plunging jets, in a
process where initial large-scale eddies (due to impact transport of momentum) at several
plunging points are advected by the wave front and decompose into smaller eddies. This tur-
bulence occurs in addition to that associated with other eddies, continuously produced at the
wave front by shear as the wave propagates.
Several breaker types have been classi�ed by others—referred to as spilling, plunging,

collapsing and surging, respectively [1]. In a spilling breaker, the broken wave propagates
with weak turbulence near the wave crest in a transition region (the outer region) and fully
developed turbulence in a bore front (the inner region). Overturning jets in a spilling breaker
are relatively small, so turbulence is produced relatively slowly, such that its production and
dissipation is almost in balance in the transition region. Wave breaking occurs only above
the wave trough level, and the direct contribution by eddies to the �uid motion beneath this
level is small. In a plunging breaker however, overturning jets plunge into the water ahead
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of the wave, and on rebounding on the water surface the jets repeatedly splash up until their
kinetic energy is su�ciently dissipated. Following this splash-up cycle, a strongly turbulent
bore front forms, which is similar to the front in the bore region of a spilling breaker.
The large-scale eddies produced by each plunging jet during the splash-up cycle a�ect the

velocity �eld in the total surf zone, and are commonly associated with undertow and nearshore
currents or sediment suspension. Given the potential for beach erosion, it is important to
clarify the generation, transport and dissipation of wave turbulence—especially in the case
of the potentially more damaging plunging breaker. Little is known experimentally about the
�uid motion after wave breaking however, including the interactions among the eddies of
various sizes, because whatever the breaker type it is di�cult to measure the �uid velocity
�eld due to the many air bubbles that become entrained. On the other hand, mathematical
modelling and numerical simulation may be used to predict the wave �elds, and hence derive
useful information about beach erosion processes.
There have been many theoretical papers on wave decay after wave breaking, and various

associated breaking wave models (e.g. References [2; 3]). The most engineering approach has
been based on the bore model [4; 5], where the energy dissipation rate is associated with
the broken wave height and an experimental coe�cient, assuming signi�cant eddies are not
produced. Battjes and Janssen [6] extended this bore model to express the wave decay in
the irregular wave �eld. Such models evidently can only apply to the spilling breaker, and
even in that case the velocity �eld cannot be estimated correctly since generated eddies make
a signi�cant contribution to the �uid motion. This approach is clearly inappropriate to describe
a plunging breaker, where the large-scale eddies decompose but other smaller scale eddies
remain. Thus it is desirable to develop another wave breaking model, preferably independent
of breaker type, to predict the �uid velocity throughout the surf zone.
Svendsen and Madsen [7] investigated the bore pro�le and its development in the bore

region, by assuming a simple velocity pro�le in and underneath the turbulent bore, based on
the isotropic eddy viscosity model. Okayasu et al. [8] consequently presented an eddy viscosity
model, which introduces turbulence in estimating the mean velocity �eld. It is di�cult to
validate coe�cients concerned with the length scale of turbulence in the bore however, because
it is di�cult to measure �uid velocity near the surface and uncertainty due to the air bubble
entrainment. Furthermore, since the large-scale eddies exhibit unsteady anisotropic turbulence
with a high shear, it is questionable whether turbulence in the surf zone di�uses isotropically.
It has also been pointed out that a linear eddy viscosity model does not adequately describe
anisotropic turbulence, since excess turbulent di�usion is predicted [9].
Since any such wave breaking model involves somewhat simplistic representations for

the turbulence, there has been further research. Recently, Ting and Kirby [10] experimen-
tally investigated both the temporal and spatial characteristics of each term in the turbulent
kinetic energy equation and the �uctuation scale of the kinetic energy, using a Laser Doppler
velocimeter (LDV) and spectral analysis. This indicated that a better treatment of turbulent
transport and di�usion is essential to resolve the length scale of eddies in a spilling breaker,
with the kinetic energy spectra suggesting a −3=5 slope for frequencies in the inertial range.
Although LDV measurements give useful information, especially beneath the wave trough

level [11; 12], it remains uncertain whether the actual �uid motion in a plunging jet and a bore
front (the source of turbulence) can be found experimentally, due to air bubbles. The velocity
at many points in space and time is required to determine the length scale of eddies, where
there are large velocity gradients. Moreover, the eddy production and eddy interactions which
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VELOCITY FIELD AFTER WAVE BREAKING 609

occur in any breaking wave evidently vary considerably, and ideally the velocity �eld should
be known continuously in space and time to understand eddy development and turbulence.
Several numerical studies have therefore been attempted. Sakai et al. [13] simulated a bro-

ken wave by the SMAC method. Park and Miyata [14] treat free surface �ow as a liquid–gas
two-phase �ow using the marker density method, and they estimated the deformation of waves
after wave breaking. These authors distinguish the free surface with markers however, which
not only leave the free surface or interface somewhat obscure but also induce numerical dif-
fusion when there is a complex free surface pro�le such as in a overturning jet, since the
precision depends upon the number of markers in each cell. Thus their calculations apply to
relatively small-scale wave breaking with a small overturning jet, and to date there does not
appear to be any successful simulation of large scale wave breaking—e.g. for a high breaking
wave or a steep bottom slope.
Lin and Liu [15; 16] used the non-linear k–� model to simulate the production, transport

and dissipation processes of turbulence and Reynolds stress in the surf zone. They investigated
the time and space dependence of each term in the model, and pointed out that these processes
are quite di�erent at cross sectional level, which depends on the development of the breaking
wave. Furthermore, they discussed the properties of turbulence in the plunging breaker, and
the dependence on the breaker type. In this and earlier papers, they focus on the characteristics
of the �uid velocity and turbulent energy but less on either the large-scale or smaller induced
eddies through the splash-up cycle, which are important in the production and transport of
turbulence in the transition region.
The eddy structure and its scale depend not only on breaker type but also on each region

in the surf zone. The coherent structure produced in the transition region develops into the
complex structure distributed over a wide area in the bore region, through interactions between
the eddies and the turbulent di�usion. A proper evaluation of turbulence is essential to estimate
the velocity �eld in the surf zone.
In this paper, the simulation is based upon the fundamental Navier–Stokes equation. In

order to satisfactorily represent the impulsive �uid motion near the onset of a plunging jet,
the non-linear terms in the Navier–Stokes equation must be evaluated quite accurately, be-
cause truncation errors in these terms may introduce numerical di�usion and implicit arti�cial
viscosity (see for example Reference [17]). The cubic-polynomial interpolation (CIP) method,
proposed by Yabe et al. [18–20] to solve hyperbolic di�erential equations is adopted, to pro-
duce the two-dimensional velocity �eld in the surf zone and hence the fundamental proper-
ties of turbulence, large-scale eddies and Reynolds stress in modelling wave breaking from
the depth-averaged wave equation reported here. The numerical methods and the bound-
ary conditions applied are explained in Section 2. In Section 3.1, the numerical results ob-
tained are compared with solutions from cnoidal wave theory and experimental measurements.
Section 3.2 is devoted to discussion of the instantaneous �uid motion during the large-scale
wave breaking, the production and transportation of large-scale eddies through the splash-up
cycle, and the interactions between the eddies of various sizes. The frequency spectra of the
kinetic energy and the enstrophy, and the progression from large-scale eddies to the smaller
scale turbulence, is discussed in Section 3.3. The discussion in Section 3.4 concerns the pro-
duction, transport and dissipation processes of the Reynolds stress, and whether any eddy
viscosity model may be applicable in this context. With reference to the undertow which
breaking waves produce, the mean velocity �eld is investigated in Section 3.5. Finally, in
Section 3.6 there is discussion of the spatial wave number properties of the surface elevation,
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mean kinetic energy and turbulent energy integrated over depth throughout the surf zone—to
determine the length and velocity scale in the cross-shore direction, based on wavelet analy-
sis. All these investigations were conducted with both plunging and spilling breakers in mind,
with respective results described in each case. In passing we note that Nadaoka et al. [21]
report that a three-dimensional eddy structure (with obliquely descent eddies) produces sub-
stantial sediment suspension, so extension of the numerical simulation to three dimensions
is warranted—but the two-dimensional simulation gives important information on potentially
damaging horizontal roller eddies, which are predominantly associated with breaking waves
featuring overturning jets.

2. NUMERICAL METHOD

2.1. Computational procedures

A beach of uniform slope is considered, with constant inclination angle � as shown in Figure 1.
The governing Navier–Stokes equation is

Du
Dt
=−∇p+ 1

Re
∇2u+ g (1)

where u denotes �uid velocity, p the pressure, g constant gravitational acceleration, and Re
the Reynolds number. In terms of the coordinate system (s; n) in Figure 1, we have
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Figure 1. Computational domain and co-ordinate system.
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VELOCITY FIELD AFTER WAVE BREAKING 611

where the asterisk denotes quantities relative to the (s; n) co-ordinates. All variables in (1)
have been normalized by wave celerity (C), water depth at the in�ow boundary (h0) and
water density (�w).
The numerical solution procedure adopted in this paper involves time splitting on the basis

of a fractional two-step technique [18], where (1) is solved in two phases—namely,

the non-advection phase

@u
@t
=− 1

�
∇p+ 1

Re
∇2u+ g (2)

and the advection phase

Du
Dt
=0 (3)

Thus the discrete form of (1) at the intermediate time step n+ 1=2

un+1 − un

�t
+ [(∇u)u]n+1=2 = (RHS)n+1=2 (4)

is equivalent to the sum of the equations

un+1=2 − un

�t
=(RHS)n+1=2 (5)

un+1 − un+1=2

�t
+ [(∇u)u]n+1=2 = 0 (6)

It is immediately seen that (5) and (6) express the discrete forms of (2) and (3), respectively.
In the non-advection phase, the discrete form of (2) is divided into the discrete forms of

the following two equations, based on the fractional two-step method:

u′ − u
�t

=−1
�
∇p′ + g (7)

u′′ − u′
�t

=
1
Re

∇2 u′ (8)

On taking the divergence of (7) and setting ∇ · u′′=0 to ensure the velocity at the next time
step is not divergent, we solve a Poisson equation for the pressure

∇2p′=−�
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Many iterative solvers for the Poisson equation (9) have been developed to reduce compu-
tational costs (e.g. Incomplete Modi�ed Cholesky Conjugate Gradient Method [22]) and to
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Figure 2. Evaluation of the advection phase equation.

improve performance of the computations (e.g. Multi-grid Method [23; 24]). However, in this
paper, a classical successive over-relaxation (SOR) method was employed in computing (9)
because an improvement in the iterative computation for a linear equation system is out of
the scope of this paper. The velocity given by (7) then updated by the predictor and corrector
method [25].
Accurate solution for the strongly non-linear �uid motion at high Reynolds number (accu-

rate evaluation of the non-linear terms) depends upon the extent of implicit arti�cial viscosity
due to numerical truncation error and numerical instability. The advection phase equation (3)
was solved by the CIP method proposed by Yabe et al. [18] as a numerical solver for the hy-
perbolic equation, using the velocity �eld obtained from the non-advection phase equation (2).
Let us therefore outline this CIP method, to numerically solve the di�erential equation

Df
Dt
=0 (10)

As shown in Figure 2, the function f and its space derivatives at an arbitrary point (x+�; y+�)
in a rectangular cell with vertices (x; y), (x +�x; y), (x; y +�y) and (x +�x; y +�y) are
interpolated by a cubic-polynomial

f(x + �; y + �) = a1�3 + a2�2�+ a3�2 + a4��+
@f(x; y)
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where � and � are the local co-ordinates that the origin is set at the grid (x; y). Assuming f
is a continuous function between vertices, the coe�cients a1–a7 can be determined as follows:
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Thus Equation (10) means that f(x + �; y + �) is advected to the co-ordinate (x; y) by the
velocities u (= − �=�t) and v (= − �=�t) during a small time interval �t (see Figure 2),
so provided �t is su�ciently small and the �ow �eld is locally steady, at the next time
step f can be updated by setting f(x; y; t + �t)=f′(x + �; y + �; t). The constants a1–a7
depend upon the velocity obtained from the non-advection phase calculation, and the �uid
velocity u=f(x; y; t) given by (3) is evaluated from (11) to (13), after � and � are obtained
from the velocity �eld in the non-advection phase by setting �=− u�t, �=− v�t. Since the
interpolation by the spatial derivative of f is worked as a restriction condition on the gradient
of f, the sharp pro�le of f is retained through the advection phase.
A free surface can also be updated by the same procedure, as described in the next section.

2.2. Boundary conditions

There have been many surface tracking methods proposed until now (see the detailed review
by Scardoveli and Zaleski [26]; Thome et al. [27], for example). Volume of �uid (VOF)
techniques [28] are widely applied to engineering numerical research (e.g. [16]). The density
function method used for tracking a free surface in this paper is similar to the VOF method in
terms of the same colour function introduced, while the colour (density) function is directly
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614 Y. WATANABE AND H. SAEKI

Table I. Numerical and wave conditions.

Breaker type H=h0 L=h0 � Re Time step Grid spacing
(Ch0=�) interval �t (�x=�y)

Test No breaking 0.41 11.5 0.0 2�=512 0.04
Case 1 Plunging breaker 0.41 11.5 Tan−1(1=30) 2�=2048 0.03575000
Case 2 Spilling breaker 0.41 6.0 Tan−1(1=30) 2�=512 0.03
Case 3 Plunging breaker 0.41 11.5 Tan−1(1=15) 2�=4096 0.01

updated via Lagrangean advection, which is unlike the VOF technique based on the donor–
acceptor method. We use the density function �f which takes the value 1 in a computational
cell �lled with �uid, 0 in a cell without �uid, and a value between 0 and 1 (namely 0.5) in
a cell enclosing a portion of the free surface—i.e. �f is a step function at cells associated
with a free surface. For all cells, this density function �f is updated by

D�f
Dt

=0 (14)

which at a free surface may be regarded as the kinematic boundary condition. Equation (14) is
solved by the CIP method, taking f(x; y; t)=�f in (10). A potential drawback is that the free
surface may become obscured by numerical di�usion, due to the abrupt change in the density
function from 1 to 0 in cells at a free surface, and acceptable accuracy in the calculation of the
spatial derivatives requires a su�ciently �ne grid. However, we found that a free surface can
be well de�ned even if it has a complex shape such as an overturning jet, because although
the density function is a step function it is well represented with the derivatives in each cell
interpolated by the smooth functions used in (11)–(13). When viscosity and surface-tension
are ignored, the dynamic boundary condition of zero pressure (p=0) at the free surface
is also satis�ed adequately by applying the irregular star method [29] to (9). The distance
between the surface and the nearest �uid grid can be obtained via the density function.
The velocities, pressure and density function in a grid �lled with �uid are imposed at the

in�ow boundary on the basis of the second-order cnoidal wave theory. We adopted a non-
slip condition at the bottom boundary. As a �rst approximation, air bubble entrainment was
ignored in this simulation, which is appropriate for the dominant �uid motion throughout the
surf zone. Numerical and wave conditions corresponding to a laboratory scale are shown in
Table I.

3. RESULTS

3.1. Validation procedures

To examine our numerical approach, analytical and experimental comparisons were made. As
a numerical test of non-linear incident waves, cnoidal waves were generated at the in�ow
boundary in the numerical wave �ume with a �at bottom.
Figure 3 shows the time series of surface elevation, horizontal and vertical velocity obtained

numerically, experimentally and analytical results from second-order cnoidal wave theory, at
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VELOCITY FIELD AFTER WAVE BREAKING 615

Figure 3. Time series of the surface elevation, horizontal and vertical velocity
at the trough level in the test case.

the trough level. The relevant wave conditions are given in Table I. It can be seen that there is
close agreement, and the non-linear incident waves are accurately generated in the numerical
wave �ume.

3.2. Instantaneous velocity �eld

The numerical results for the instantaneous velocity �eld and eddy structure after wave break-
ing are discussed in this section. A sequence of velocity vectors for case 3 (c.f. this case
and the others speci�ed in Table I) are plotted in Figure 4, where (a)–(g) denote successive
phases at time intervals of 1=16th of the wave period after the wave breaking phase tb—with
(b), (d) and (g) representing the �rst, second and third plunging phase. The overturning jet in
(a) can be seen to rebound at the plunging point in phase (b) and then (c), before splashing
and projecting forward to hit the water ahead at the second plunging point in (d) and then
(e). In (f) and (g), large-scale eddies are produced at each plunging point as the tip of jet
proceeds in the splash-up cycle.
Peregrine [30] classi�ed the splash-up and the sources of water in plunging jets visually,

into the following three categories: (1) the overturning jet rebounds on previously undisturbed
water, and the water in the subsequent jet comes from the overturning jet; (2) the overturning
jet penetrates the surface, the previously undisturbed water is pushed up, and this water then
jumps up in a jet; and (3) the jet originates from the both sources of water. In Figure 4, at
�rst the overturning jet rebounds when the tip of jet plunges as seen in (b) and (c); and then
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Figure 4. The velocity vector in case 3 (phase intervals; 16=T ).

in (d) and (e), the water in front of the plunging point is pushed up and the bulk of the water
is lifted, due to the impulsive increase of momentum of the overturned water penetrating the
surface. The splash-up type changes during one splash-up process, depending on the phase,
and the jet motion evolves in the category order (1), (3) and then (2).
Figure 5 shows a photograph of the surface pro�le at the second plunging point, which

corresponds to phase (d) in Figure 4, during experiment under the same breaking conditions
(Hb = 17:6 cm; hb = 14:8 cm). The similarity of these surface pro�les further demonstrates that
the jet motion during the splash-up cycle in a large-scale plunging breaker is realistically
simulated. The similarities between Figures 4(d) and 5 give us further con�dence in the
validity of our simulation for wave breaking.
The contour of vorticity at each phase in Figure 4 is shown in Figure 6, where the solid

and broken contour lines represent positive and negative vorticities, respectively. The wave
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VELOCITY FIELD AFTER WAVE BREAKING 617

Figure 5. Photograph of the surface pro�le at the second plunging point during experiment
(see the plunging phase (d) in Figure 6).

boundary layer is highly developed over the wide area behind the air tube in (b) and (c), and
pulled up by the high shear due to the rotating �uid motion with high velocity gradient around
the air tube. Then, the vorticity is separated from the boundary layer in (d), and produces
the separated eddy with negative vorticity. The evolution of vorticity around the air tube
in (c) and (d) causes the subsequent large-scale eddy with high shear as seen in the phase
(e)–(g). The large-scale eddies �rst generated at each plunging point have positive (clockwise)
vorticity, whereas the secondary eddies induced around the large-scale eddies have negative
vorticity, due to the high shear around them. In the case shown the breaking water depth is
small, and the vorticity is intensi�ed along the bottom because it restricts the eddy advection.
Figure 7(a) shows the vorticity contour in the transition region in case 1. There are two

large eddies with positive vorticity caused by the jet, and a secondary eddy in between caused
by the high shear around the �rst large-scale eddy, as mentioned before. The generation of
this secondary eddy suggests the length scale downshifts from the �rst large-scale eddy to the
relatively small secondary eddy. The water surface near the secondary eddy is now rolled up
anticlockwise, in the same direction of vorticity, which shows that the eddy structure makes
a large contribution to the surface �uctuation.
The time derivative of the kinetic energy is

@E
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@
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)
= u
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+ v
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which when combined with the Navier–Stokes equation yields

@E
@t
=−∇

{
u
( |u|2
2
+

p
�

)
− u · �

}
− 1
Re

{
2
(
@u
@x

)2
+ 2

(
@v
@y

)2
+

(
@u
@y
+

@v
@x

)2}
(16)

where � denotes the stress tensor and the negative underlined terms represent energy dissi-
pation. Figure 7(b) shows the energy dissipation contour in this case, where it can be seen
that high energy dissipation occurs in the area between the �rst and second large-scale ed-
dies, and between the second eddy and the bore front. The reason is that there is high shear
acting in this area, because these large-scale eddies all have vorticity in the same direction.
Thus the wave energy after wave breaking is dissipated not only by the direct contribution of
turbulence produced at the front, but also by the interaction between the large-scale eddies.
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Figure 6. Contours of the vorticity in case 3 (solid contour line; positive vorticity, broken
contour line; negative vorticity).

3.3. Frequency changes

Although the spectrum for the water surface elevation before wave breaking shows sharp en-
ergy peaks due to the non-linearity, at frequencies more than several times the basic frequency
of the incident wave in shallow water [10; 31], after wave breaking these peaks become lower
and smoother out as the higher frequency band contains more energy. However, the energy
frequency transition as the water wave turns into the turbulent bore has been an open ques-
tion. Thus in modelling the energy dissipation during wave breaking, we investigate not only
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VELOCITY FIELD AFTER WAVE BREAKING 619

Figure 7. Contours of the vorticity (above, solid contour line; positive vorticity, broken contour line;
negative vorticity) and energy dissipation (below) in the transition region in case 1.

how the wave energy is dissipated at plunging, but also how the kinetic energy spectrum
associated with the waves changes in both the transition region and the bore region.
In this section, these changes are investigated for each breaker type, using frequency spectral

analysis.
We consider the simulated velocity �eld after the sixth wave break, when the wave motion

becomes su�ciently periodic and the breaking point is �xed.
Figure 8(a) shows the calculated spatial transition of typical kinetic energy (k= u · u=2)

spectra at the trough level near the relative depths h=h0 = 0:49, 0.45 and 0.26 for case 2
(spilling breaker). The abscissa is the relative frequency for the basic frequency of the incident
wave (�0), and the ordinate is the non-dimensional kinetic energy. It is possible to just
qualitatively examine energy spectra on the basis of the present results by comparing to the
spectra in experiment although the energy spectra after wave breaking immediately change in
space along the wave direction. According to an experimental study [8], the velocity spectra
exhibit an inertial subrange with −3=5 slope at high frequencies, and most of spectra in the
frequency range where �=�0¿15 are supported by their experimental results. Some prominent
energy peaks in the frequency range near 10�=�0 intermittently arise during the wave breaking
process, despite the surface elevation smoothly decreasing as the front propagates, in the case
of the spilling breaker (e.g. see Figure 21). These peaks all tend to shift to higher frequencies
as the depth h=h0 decreases (c.f. (a.1) and (a.3)), corresponding to a lowering of the kinetic
energy. The energy spectrum at h=h0 = 0:45 in (a.2) does not show the uniform slope in the
frequency range �=�0¿15 seen in (a.1) and (a.3) however, because of the presence of the
small peaks in this range. The small peak near the frequency of 10�=�0 decomposes into
several smaller peaks as h=h0 decreases, as seen in (a.3). It is also evident that the energy
peaks present in the middle range (from 8 to 15 �=�0) quantitatively contribute to energy
transfer in the inertial subrange.
Figure 8(b) shows the trough level energy enstrophy (=! ·!=2;�; vorticity) spectra, which

represent an intensity of vorticity at each frequency. The frequency range near 10�=�0 also
contains prominent peaks, which shows that the relatively large-scale eddies with high vorticity
arise even in a spilling breaker.
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The energy spectra in the plunging breaker rapidly transform in space, especially near the
plunging points. Figure 9(a) shows the typical spectra of kinetic energy at the trough level
near h=h0 = 0:5 (the second plunging point), near h=h0 = 0:48 (just behind the second plunging
point), and near h=h0 = 0:39 (the fourth plunging point) in case 1 (a plunging breaker). In
(a.1), prominent energy peaks arise at the harmonic frequencies �=�0 = 24, 36, and 48. These
peaks gradually decay and transfer into a higher range as the depth h=h0 decreases. This can
be seen in (a.2), where most harmonic peaks in (a.1) are signi�cantly lower and smoother,
although a broad higher peak still remains in the middle range near 10�=�0. At the fourth
plunging point shown in (a.3), the �rst peak arising near �=�0 = 6 for h=h0 = 0:386 gradually
transfers to a higher range where the energy rapidly grows, as the depth h=h0 decreases.
The enstrophy spectra for (a) are shown in Figure 9(b). In (b.1), the spectra show many

prominent peaks in the frequency range where �=�0¿8, and the eddy structure with high
vorticity at certain frequencies is formed at the plunging point. The harmonic peaks in en-
strophy also appear at the same frequencies where there are peaks in the kinematic energy
spectrum—c.f. Figure 9(a.1). This suggests there is a high correlation between time scales of
the vorticity �uctuation and the velocity �uctuation in the high frequency range. In (b.1) and
(b.2), the large-scale eddy caused by the second plunging retains the same predominant fre-
quencies in the middle range where �=�0¿8 and �=�0¡12. Thus we infer that the prominent
vorticity �uctuation in the large-scale eddy has time scale of about 1=10th of incident wave
period, and that the large-scale eddy is decomposed into smaller scale eddies with time scales
(as seen in the harmonic peaks in (b.1)) associated with its time scale during the evolution
of vorticity. This can be explained through the generation mechanism of the secondary eddy
previously discussed in Section 3.2. The enstrophy transition seen in (b.1) and (b.2) suggests
that the high enstrophy peak originates from the large-scale eddy due to the second splash,
since a smaller scale eddy dissipates more rapidly. In (b.3), the very high enstrophy in the
middle range transfers to high frequencies, as the spectrum evolves rapidly in space.
The inertial subrange of frequencies with an uniform slope seen in Figure 8 may exist at the

higher range for the plunging breaker. The kinetic energy spectrum in a plunging breaker is
evidently di�erent from that in a spilling breaker, because of the rather higher kinetic energy
in the frequency range near 10�=�0 due to the large-scale eddy.

3.4. Reynolds stress

It is possible to de�ne the turbulence via Reynolds decomposed quantities and their corre-
lations from our simulation, in order to understand the turbulent contribution to the mean
velocity �eld. The production, transport and dissipation processes of Reynolds stress are dis-
cussed in this section.
A turbulence component f′ is de�ned as a deviation from a phase-averaged quantity �f of

an incident wave (i.e. f= �f+f′). The numerical quantities at time intervals �t were averaged
over just ten periods, due to the huge data �le and calculation time involved, so we should
give some consideration of the statistical meaning of the phase-averaged quantities. Figure 10
shows both the maximum and the average of the relative deviation (�= |kn − kn−1|=kn) taken
over all the numerical grid, where kn denotes the kinetic energy averaged over n periods.
Since both deviations are seen to converge close to 0 for n¿6, we �nd that the velocity
�eld achieves quasi-steady state in n¿6 and its phase-averaged quantity does have statistical
meaning.
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Figure 10. Relative deviations of the phase averaged kinematic energy over n periods.

Figure 11 shows the contours of each component u′2, v′2, u′v′ of the Reynolds stress tensor,
near the bore front in case 1 (plunging breaker). The time interval of each phase (a)–(c) is
T=4, and the front at phase (a) is located at the third plunging point. The high intensity of the
horizontal turbulent energy u′2 at the front can be seen in (a), whereas in (b) it appears that
the u′3 component is di�used into the wide area behind the front, mainly above the trough
level. In (c), it appears that the production of u′2 is restrained, and the turbulent energy of
this component is rapidly dissipated as the bore front propagates. Since the di�used turbulence
cannot advect with the front it is left behind, due to the di�erence in the phase-averaged �uid
velocity between the front face of the bore and behind it. On the other hand, it can be seen
that the vertical turbulent energy component v′2 is mainly produced below the bore front at
each phase, and the component v′2 is much smaller than u′2. The large di�erence in intensity
between the components u′2 and v′2 show that the turbulent energy retained in the front is
mainly the horizontal component u′2, so the turbulence is highly anisotropic. The distribution
of the deviation component u′v′ is transformed in a complicated way, with the front face of
the bore having positive values of u′v′, and negative and positive values of u′v′ arising by
turn behind it. In a plunging breaker, the source of these Reynolds stress components is in
the bore front, and they are not isotropically di�used from the front but left behind as locally
intensi�ed Reynolds stress because they are intermittently produced.
The horizontal and vertical mixing length scales

l2x = u′2
/(

@U
@y
+

@V
@x

)2
and l2y = v′2

/(
@U
@y
+

@V
@x

)2
(17)

can also be compared.
The probability distribution of the horizontal mixing length (lx) and the vertical (ly) is

shown in Figure 12, at the each phase in Figure 11, where values greater than 99% may
be located at or behind the bore front. The horizontal length is seen to be 10 times larger
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Figure 11. Contours of the Reynolds stress components; in case 1 (phase intervals; 4=T ).

greater than the vertical everywhere, again indicating that the turbulent mixing is associated
with strong horizontal directivity throughout the surf zone. The maximum horizontal lengths
(lx=h0) at each phase were 0.5285, 0.4573, 0.4173 and the maximum vertical lengths (ly=h0)
were 0.05219, 0.08928, 0.12009, respectively. We note however that the horizontal length
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Figure 12. Probability distributions of the horizontal and vertical mixing lengths over all
computational grids at the phase (a)–(c) (See Figure 13) in case 1.

gradually decreases and the vertical length increases as the bore front propagates, correspond-
ing to turbulent energy with horizontal directivity being transferred into the vertical, during
the evolution of wave breaking.
Figure 13 shows the contours of the Reynolds stress components after wave breaking in

case 2 (spilling breaker), with (a)–(c) denoting each phase at time intervals of T=4. Each
component initially produced at the wave crest in (a) markedly evolves only near the free
surface behind the front, and di�uses in a narrow area near the surface as the wave breaking
evolves. The horizontal turbulent energy component u′2 is however much greater than the
vertical component as before; and locally intensi�ed positive and negative values of u′v′ the
component occur in turn as in case 1 (plunging breaker), although their length scale is much
smaller.
Many wave breaking models for a depth-averaged wave equation have been developed, by

experimentally determining a suitable energy dissipation rate for incident wave energy, and
assuming generated turbulence is homogeneous under steady state (see e.g. [32]). This ap-
proach is mainly applicable to a spilling breaker, where there is a close balance in turbulence
production and dissipation—and for example [7] proposed a bore model based upon homoge-
neous turbulence. In coastal engineering for example, simple eddy viscosity models such as
the linear k–� model have been used to estimate the contribution of turbulence due to wave
breaking (e.g. [33]). The simple type of the eddy viscosity model is given as

[
u′2 u′v′

u′v′ v′2

]
= �T




2
@u
@x

@u
@y
+

@v
@x

@u
@y
+

@v
@x

2
@v
@y


 (18)

where �T is the eddy viscosity. The above relation indicates that each component of Reynolds
stress is evaluated by each phase-averaged strain tensor component isotropically multiplied
by the unique �T for all components. In Figures 11 and 13 it is evident that the length
scale of the Reynolds stress produced at the toe of the bore front can be related to the
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Figure 13. Contours of the Reynolds stress components in case 2 (phase intervals; 4=T ).
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Figure 14. Contours of the strain tensor components at the phase (a) (See Figure 13) in case 1.

Figure 15. The Reynolds stress the strain @u=@y + @v=@x at the phase (a) (See Figure 13).

vertical length of the front face. Figure 14 shows the contours of the phase-averaged strain
tensor components; @u=@x; @u=@y + @v=@x; @v=@y at the same time as in Figure 11(a). The
symmetric components @u=@x and @v=@y have similar distribution, with plus and minus values,
respectively, as a demanded by the continuity equation. The deviation term is smooth, with
correspondingly high strain at the bore front and near the wave boundary layer, but it can be
shown that any phase-averaged strain component does not correlate even qualitatively with
the corresponding Reynolds stress component as in Figure 11. For example, Figure 15 shows
the relation between u′v′ and @u=@y + @v=@x for all grid points, and there is no prominent
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Figure 16. Streamlines for the mean velocity in case 2 (above; spilling breaker) and
case 1 (below: plunging breaker).

correlation whatsoever. This demonstrates that the strain components may not be isotropically
multiplied by a single eddy viscosity coe�cient, as in (18), to express the Reynolds stress
tensor. Thus although a simple isotropic linear k–� model may apply in the inertial range, it
cannot apply to the anisotropic and unsteady �ow �eld in the surf zone of a breaking wave
where there is horizontally dominated turbulence, especially near the bore and large-scale
eddies.

3.5. Mean velocity �eld

On a sandy beach, a mean �ow velocity such in a nearshore current or undertow can
produce signi�cant sand drift, or transport of suspended sand above the sea bottom. Mean
�ow velocities have been investigated experimentally by many researchers (e.g. [8]), to es-
timate the mean �uid force acting on sediments. Watanabe and Mori [34] reported that the
turbulent energy after wave breaking is intensi�ed by the presence of undertow, especially in
a plunging breaker. As a �rst step in modelling relevant velocity pro�les, the mean velocity
�eld accompanying each breaker type is now examined.
The �uid velocity was averaged over ten periods, for both case 2 (spilling breaker) and

case 1 (plunging breaker), and the streamline for the mean velocity is shown in Figures 16(a)
and (b), respectively. The background colour denotes mean horizontal velocity. In Figure 16(a),
the horizontal component is positive (shoreward) above the trough level and negative under-
neath, much greater than the vertical component, and smoothly varying throughout the surf
zone. The undertow associated with o�shore-ward velocity is intensi�ed in very shallow water,
to return the momentum transported in by the bore front back o�shore. On the other hand,
in Figure 16(b) the mean velocity vertically �uctuates on the scale of the water depth under-
neath the trough level in the transition region. Although the vertical velocity component has
commonly been regarded as very much smaller than the horizontal, and ignored in estimating
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Figure 17. The surface elevation in case 1.

the e�ect of the mean velocity �ow, there is now vertically �uctuating undertow caused by
the large-scale eddies.
Decomposing instantaneous quantities into time-averaged, phase-averaged and turbulent

quantities as ui=Ui + ũi + u′i , p=P+ p̃+p′, we can obtain the following momentum equa-
tion for time-averaged velocity via phase and time averaging processes for the Navier–Stokes
equation.

Uj
@Ui

@xj
=

@
@xj

(
−p

�
	ij + v

@Ui

@xj
− u′iu′j − ũ′i ũ

′
j

)
(19)

According to Figure 11, it can be seen in a plunging breaker that the locally intensi�ed
Reynolds stress scatteredly arises in the transition region. The Reynolds stress with large
spatial gradient contributes to the third term in (19), and then the mean rotational motion
involving prominent mean vertical velocity is intermittently induced as shown in Figure 16.
Thus the Reynolds stress in the vicinities of large-scale eddies and this spatial variation cannot
be ignored in case of a plunging breaker, in estimating the e�ect of its undertow.

3.6. Wave number properties

After wave breaking, the �uid motion generally can be assumed periodic in time at any �xed
point, but it is non-uniform in space because the evolving turbulence is irreversible. To model
a breaking wave, we must evaluate the spatial change of the wave number in the velocity
�eld as well as the frequency variation, during the evolution process of wave breaking and
turbulence. It is not possible to appropriately estimate spatial changes of wave numbers of
velocity �uctuation by frequency spectrum analysis because of irreversible evolutions of wave
breaking. In this section, we discuss correlations and spatial length scales in the wave number
energy spectra for the surface elevation, the phase-averaged kinetic energy, and the turbulent
energy throughout the surf zone.
Figure 17 shows the spatial distribution of the phase-averaged surface elevation at four

successive T=4 intervals for case 1 (plunging breaker). Since the surface elevation is de�ned
as the density function integrated over depth, the surface pro�le with an overturning jet is
not considered here, but this �gure shows that the surface pro�les are transformed with the
steep front decreasing the wave height. The phase-averaged kinetic energy integrated over the
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Figure 18. The phase-averaged kinetic energy integrated over depth in case 1.

Figure 19. The turbulent energy integrated over depth in case 1.

depth is shown in Figure 18. The kinetic energy integrated over the depth must correlate with
the square of the surface elevation, if the kinetic and potential energy were in approximate
equilibrium. However, it is evident that their peaks change at a di�erent rate in the wave
direction after wave breaking so there is clearly no such equilibrium, which indicates that
the phase-averaged velocity �eld cannot be estimated only from the surface elevation and
must also be taken into account in su�cient modelling the turbulence. Figure 19 shows the
turbulent energy integrated over depth in this case, where a steep high energy peak arises at
the front of the broken wave and di�uses behind the front after 4T=8.
Figures 20–22 show the phase-averaged surface elevation, the phase-averaged kinetic en-

ergy integrated over depth and the turbulent energy integrated over depth in case 2 (spilling
breaker). Each result exhibits smooth decay after wave breaking, and the production of tur-
bulence is both weak and slow and almost in balance with the dissipation, in this case. The
intermittent intensity of turbulence energy as seen in the transition region (x=h0 = 5–15) in
Figure 22 is possibly associated with the vorticity �uctuated with the frequency in the middle
range which we discussed in Section 3.3.
To evaluate the spatial characteristics of these breaking waves, the wave number prop-

erties of the surface elevation and the kinetic energy were analysed by wavelet transform,
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Figure 20. The surface elevation in case 2.

Figure 21. The phase-averaged kinetic energy integrated over depth in case 2.

Figure 22. The turbulent energy integrated over depth in case 2.

which e�ciently �lters unsteady phenomena with sudden changes into suitable wave number
spectra [35].
The wavelet coe�cient is de�ned by

Wf (b; a)=
∫ ∞

−∞

1√|a| f(x) 
(
x − b
a

)
dx (20)
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Figure 23. Wavelet spectra of the surface elevation; (a) non-dimensional wave number
kw =3:27, (b) kw =26:18, and (c) kw =104:67.

where f(x) is an arbitrary function in x,  is a mother wavelet, the scale dilation parameter
a and the translation parameter b. In the present analysis, the third-order cardinal B-spline
function which has a high resolution is used as the wavelet basis. With the parameteric pair
(b; 1=a) as (2−ji; 2j) where j and i are integers, the discrete wavelet coe�cient is

fji =2j
∫

 (2jx − i)f(x) dx (21)
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Figure 24. Wavelet spectra of the phase averaged kinematic energy integrated over depth;
(a) kw =3:27, (b) kw =26:18, and (c) kw =104:67.

The local wavelet energy spectrum normalized by scaling the wave number is de�ned by the
following relation, using the wavelet coe�cient Wf :

dEf = |Wf (b; a)|2 da dba2
(22)

At each wave number, the spatial change in the wavelet spectrum for the energy during the
wave breaking process in a plunging breaker demonstrates the characteristics of the spatial
energy transfer.
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Figure 25. Wavelet spectra of the turbulent energy integrated over depth; (a) kw =3:27,
(b) kw =26:18, and (c) kw =104:67.

Figure 23 shows the wavelet spectra of the surface elevation at the dimensionless wave
numbers (a) kw =3:27, (b) kw =26:18 and (c) kw =104:67 at each stage in Figure 17. In
(a), where the length scale is about 2h0, the wave height in the wave number range of the
incident waves gradually decreases in the wave direction (s). In (b), where the length scale
is the breaking wave height, the broad peak at each stage propagates along with the wave
front in the transition region (7:0¡s¡15), and then the peak ahead is rapidly dissipated in
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the shoreward bore region side of s=15. In (c), where there is a very small length scale of
0:06h0, the predominant peak in (b) cannot be found in the transition region (s¡15), and
the small scale disturbances at surface level in the bore region (s¿15) have higher energy
than the energy in the transition region. These results indicate a progressive downshift of the
length scale of the surface �uctuation.
Figure 24(a), (b) and (c) show the wavelet spectra of the phase-averaged kinetic energy

integrated over depth at each wave number. The low wave number component (a) presents
similarities with the wave energy transfer behaviour of Figure 23(a). The wavelet energy
at kw =26:18 (See Figure 24(b)) exhibits broad peaks similar to those in Figure 23(b), but
with a di�erent dissipation rate in the transition region; the peaks do not dissipate and retain
relatively high energy over a wide area even in the bore region, which di�ers from the
surface elevation spectrum. The small �uctuation with high energy in (c) is produced near
the plunging point and is advected by the front, which is also characteristically di�erent from
the results at the same wave number for the surface. These results demonstrate that the length
scales of the phase-averaged surface elevation and kinetic energy do not correlate at higher
wave numbers throughout the surf zone. The spectra for the turbulent energy integrated over
depth are shown in Figure 25, and suggest that the turbulence is intensi�ed at and advected by
the bore front, for all wave numbers. The development and di�usion of the turbulent energy
at any wave number do not correlate with the previous results.

4. CONCLUSIONS

The actual jet motion during the splash-up cycle and the velocity �eld during wave breaking
in a large-scale plunging breaker are realistically simulated by our numerical simulation, which
was initially validated against both an analytical solution and preliminary experiments. The
splash-up at the plunging point changes during one splash-up process, depending on the phase,
and a jet evolves as follows. At �rst, the overturning jet rebounds at the undisturbed water
surface ahead, and then a jet toe is propelled up toward a second plunging point. Next, both
the original overturning water and the forward water are propelled up, following the toe of
jet. Finally, the overturned water penetrates the forward surface, and then the water in front
is pushed up.
At the plunging point, the wave boundary layer is highly evolved over a wide area behind

the air tube, and pulled up by the upward high velocity circulating around the tube. Although
large-scale eddies directly generated by the jet at each plunging point have positive (clockwise)
vorticity, the secondary eddies induced around any large-scale eddies have negative vorticity,
because of high shear around the large-scale eddies. The water surface near such a secondary
eddy is rolled up anticlockwise, in the same sense as the vorticity in the eddy. The eddy
structure makes a large contribution to surface �uctuation. High energy dissipation occurs
in the area between the large-scale eddies, due to the high shear acting there because these
large-scale eddies all have vorticity in the same direction.
In a spilling breaker, the kinetic energy spectra show an inertial subrange with a uniform

slope at frequencies higher than �=�0 = 15, as found experimentally [10]. Energy peaks in the
middle range from 8 to 15 �=�0 signi�cantly contribute to spectrum in the inertial subrange,
and these peaks are transfer to a higher range as the depth h=h0 decreases.
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In a plunging breaker, the energy rapidly transforms in space, especially near the plunging
points. Prominent kinetic energy peaks arising at harmonic frequencies are induced by velocity
�uctuations associated with the large-scale eddies in the neighbourhood of �=�0 = 12, and these
harmonic peaks gradually decay and transfer to a higher range as the depth h=h0 decreases.
In the bore region, the source of Reynolds stress is the bore front, and its components do

not homogeneously di�use away from the front but remain behind as intermittently intensi�ed
local Reynolds stress. The horizontal mixing length is everywhere much greater than the
vertical (one over 10 times), indicating that turbulence has strong horizontal directivity in the
transition region.
The horizontal length gradually decreases and the vertical length increases as the bore front

propagates, so the directivity of the turbulent energy transfers from horizontal to vertical
during the evolution of wave breaking. In a spilling breaker, successive local intensities of
positive and negative component of u′v′ also arise behind the bore front, although their length
scale is much smaller than in the plunging breaker.
The phase-averaged strain components do not correlate even qualitatively with the corre-

sponding Reynolds stress component, so a model where the strain components are isotropically
multiplied by a unique eddy viscosity (such as in (18)) is unacceptable.
The wavelet spectrum analysis was carried out in order to investigate the wave number

transitions of surface elevation, kinetic energy and turbulent energy in the wave direction,
and the correlations between them. Although both the surface elevation and kinetic energy
wavelet spectra �uctuations with larger length scale gradually decrease as the bore propagates,
both increase at smaller length scales due to scaling down from the large-scale �uctuation,
especially in the bore region. In particular, the surface elevation spectrum in the wave front
dissipates faster in the low wave number range compared with the kinetic energy, and their
spatial energy transition at any phase in the high wave number range are not correlated. Thus
the velocity �eld after wave breaking cannot be directly estimated only from the surface
elevation, and turbulence must be introduced more appropriately into any depth-averaged
equations to evaluate the velocity �eld of breaking waves in the surf zone.
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